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Intel’s Packaging Vision
Raja Koduri (2018)

High density interconnect that enables high bandwidth at low power is 
essential to realize this vision

Develop and own leadership technology to connect chips and chiplets 
in a package to match the functionality of a monolithic SOC
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• Thin/small footprint client packages

• High speed signaling

• Interconnect scaling – density and pitch

Package Technology Focus
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Smaller is better 

<700 mm2

More than Moore

CPU- Gfx -VR-
Memory 

Subsystem

4000 mm2

DRAM

CPU-Gfx

NAND

Integration – Size Matters

PCB Integration

• Limited Interconnect Density → Limited BW

• Long Interconnects → Increased Power

• Large Form Factor

Heterogeneous Packaging

• Smaller system footprint

• Better VR Efficiency/Loadline

• High speed Signaling (Ghz)

• Improved data Latency (ps)

• Mixed Node Integration
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Ultra thin Core and Coreless Package for Thin Client Applications Is an Important Enabler

Bridge

2015
Coreless

Future
Coreless with Embedded Bridge

2014
100mm Core thickness

Ultra Thin Packaging
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Conventional Routing

Routing with Voiding

High Speed Signaling 

Enabled 112 Gbps; Working towards  224 Gbps 
Lower loss through Dielectric Material inventions and metal surface roughness

Design IP with routing/ plane templates and dielectric stacks
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High Density, High Bandwidth Interconnects

High Bandwidth, Low Power, “Wide & Slow” Parallel Links drive Need for High Density Die-Die Interconnects

Wide & SlowNarrow & Fast
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3D Interconnects 2D Interconnects



2D MCP Landscape

|  9



Intel emib Technology : High Density 2D

Silicon Interposer

• CTE Matched with Si : Low stress on low-K ILD

• Excellent Chip-Attach Alignment

• Pitch scaling

• Interposer size is typically limited by reticle field : Active 

Efforts in place to develop larger than reticle interposers

• TSV capacitance impacts off-package signal integrity

• Interposer attach adds an extra chip attach step

• Localized high density wiring

• No practical limits to die size

• Flexible : Allows Bridge Mix and Match 

• Standard assembly process 

• Bridge manufacturing much simpler

• Bridge silicon costs < Silicon interposer – No

TSVs, Significantly less silicon area
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FCBGA

IO/mm/lyr = 32  48

Hyper Density FCBGA  (WIP) emib

IO/mm/lyr = 64250 IO/mm/lyr = 256  1000

Typical Organic Package New Eqpt/ Litho based process on organics
or organic RDL for fine L/S, line vias

Embedding die with dense wiring  in a 
package cavity

Density Scaling (planar)
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Pitch = 50mm to 10mm
IO/mm2 =  400 to 10,000

DRAM

SOC

LKF-2018

Density Scaling (3D)
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Intel foveros Technology : High Density 3D

22nm Base Die

10nm Core
50mm Die-Die Interconnect Pitch

Single Tile on Base Die @ 50mm Pitch in Advanced Development

TD Focus :  Multiple Tiles @ Reduced Pitch
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Co-emib: Blending 2D and 3D

• Architecture enables >> reticle sized base die & 
High Density Bridge links to companion Die

• Increased Partitioning Opportunities
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Active or Passive Base Die

EMIB EMIBEMIB

< 50mm Die-Die Interconnect Pitch

Multiple Top Die Tiles

Companion Die

HBM



3D MCP Landscape
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Key Takeaways

• Interest in Advanced MCP Architectures driven by need for 
high bandwidth, low power IO Links

• EMIB, Foveros and Co-EMIB are key Dense MCP Building 
Block Technologies 

• MDIO & AIB are Leadership IO Technologies that are Co-
designed using our Dense MCP technology Portfolio

• Together they give us architectural capabilities to Scale-up 
and Scale-out Heterogeneous Compute Elements
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