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Raja Koduri (2018)

Develop and own leadership technology to connect chips and chiplets
In a package to match the functionality of a monolithic SOC

High density interconnect that enables high bandwidth at low power is
essential to realize this vision

| 3



Package Technology Focus

A Thin/small footprint client packages
A High speed signaling
A Interconnect scaling Y density and pitch




Integrati@ize Matters

More than Moore

PCB Integration
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Heterogeneous Packaging
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A High speed Signaling (Ghz)

Improved data Latency (ps)
Mixed Node Integration




Ultra Thin Packaging

2014

100mm Core thickness Coreless Coreless with Embedded Bridge

2015 4 Future

Ultra thin Core and Coreless Package for ThinClient Applications Is an Important Enabler




High Speed Signaling 2 MmN

Package Trace Insertion Loss in dB

100%

current baseline

Conventional Routing

- [ Routing with Voiding

lower loss substrate lower loss substrate +
voiding design

Enabled 112 Gbps; Working towards 224 Gbps

Lower loss through Dielectric Material inventions and metal surface roughness
Design IP with routing/ plane templates and dielectric stacks




High Density, High Bandwidth Interconnects

3D Interconnects

IP Complexity

IP Cost

Throughput

Latency

Energy Efficiency (<1000um)
Throughput per pin
Packaging Complexity

Packaging Cost

Parallel Question

CHIPS Parallel
Flip-flop + tristate
Low
1Tbps/mm

<5ns

0.1pl/bit | Physics

2Gbps

Parallel will continue to be the chosen path
makes a valid case for a different option.
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QDD The serial vs. (e ot

DARPA 2.5D/3D Workshap, D

Serial
SERDES
High (open source?)
1Tbps/mm?
High
1-10pJ/bit
30Gbps
Low

Low

DARPA until someone

2D Interconnects

Memory System Comparison: 256GB/s GDDR6 vs. HBM?2

Narrow & Fast

Total Bandwidth
Per-pin data rate
Relative Controller PHY Areal!!

Relative Controller PHY
Powerl!!

Interposer

Memory

GDDR6 Memory System

our 16Gbps x32 GDDR6 DRAMs
q. B+
SoC N
] E »
- Lo
<

1.5-1.75
3.5-45

None

Similar to GDDRS, DDR4

HBM2 Memory System

Single 2Gbps HBM2 Device

SoC -4—5 B Wide & Slow

256 GB/s
1.0
1.0

Added cost!?

Stacked, adds cost®@!

Area advantage for HBM2
Power advantage for HBM2

Cost and complexity
advantage for GDDR6

Cost advantage for GDDR6
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2D MCP Landscape

Errrrrrrrrrrrrre Silicon Interposer
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High Density Organic
Interposers

Traditional Organic
Packages (FCBGA)
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